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Abstract: Shopping Centers Are Not Only Places for People to Engage in Commercial and Social 
Activities But Are Also Important Business and Entrepreneur Sites. for These Areas to Maintain 
High Customer Satisfaction and Maximal Profits, It is Crucial to Operate These Centers Efficiently 
and with Optimal Performance. However, Making Good Decisions to Improve a Business is a 
Complex Ordeal. This Project Utilizes Machine Learning to Design and Propose Market Models as 
a Method to Establish Business Strategies Suitable for Shopping Center Operation and Management. 
Three Market Models Comprised of Clustering Model, Principal Component Analysis (Pca), and 
Association Model Are Proposed in This Paper. Clustering Model is Used to Categorize the 
Different Stores into Multiple Groups. This Allows Us to Provide Specific Business Service for 
Each Group of Stores. Pca is Utilized to Organize Our Data into a Cleaner and Easier Format. 
Finally, the Association Model is Used to Find the Relationships between Different Stores and 
Store Categories, Which Provide Us with Information Regarding Popular Stores, Where Stores 
Should Be Located, and How to Provide Promotions from the Viewpoint of Business Operations. 

1. Introduction 
With the Countless Amenities Provided by Modern Shopping Malls, Buying Various Items and 

Visiting Shopping Centers Are Common Activities for Consumers Across the Nation. According to 
the Motley Fool Survey, Women Spend an Average of 399 Hours and 46 Minutes Shopping a Year, 
from Scouring the Mall for the Perfect Pair of Jeans to Loading Up the Cart with Groceries [1]. This 
Demonstrates That Shopping Centers Play a Big Role in People's Everyday Lives. 

Shopping Centers, Defined by the International Council of Shopping Centers, Are “Groups of 
Retail and Other Commercial Establishments That Are Planned, Developed, Owned, and Managed 
as a Single Property” [2]. to Maintain These Areas as Attractive Commercial Playgrounds for 
Customers, It is Necessary for These Centers to Have More Refined Management on Stores, 
Allowing Them to Achieve Higher Customer Satisfaction and Larger Profits. However, as 
Markets/Businesses Continue to Grow, It Becomes More Complicated for Stores to Operate 
Efficiently and with Optimal Performance. Businesses Are Constantly Faced with Economic and 
Social Issues: How to Produce Enough Revenue, How to Enhance Their Relationships with Other 
Stores and Customers, Etc. Despite These Pressing Challenges, Many Managers of These Shopping 
Centers Continue to Follow Traditional Strategies, Such as Focusing on Managing Stores on an 
Individual Basis and Putting Stores in Random Areas. as a Result of These Poor Tactics, Business 
Efficiency, Growth, and Profitability Can Be Significantly Reduced. 

Thanks to the Advancement of Modern Information Technology, Such as Artificial Intelligence 
(Ai) and Machine Learning, Various Business and Market-Related Methodologies Have Become 
Capable of Finding Ways to Measure the Performance of Shopping Centers. Ai is an Area of 
Computer Science That Emphasizes the Creation of Intelligent Machines That Work and React Like 
Humans. It Utilizes Machine Learning Algorithms Ultimately [3]. Machine Learning Can Be Used 
to Find Relationships within Data, Allowing It to Predict Future Trends. Generally, Machine 
Learning Encompasses Supervised and Unsupervised Learning. If a Model is Generated from a Set 
of Labeled Data, the Learning is Called Supervised [4]. for Example, the Classification Model and 
Regression Model Can Be Categorized as Supervised Learning. by Contrast, If a Model is 
Generated from a Set of Unlabeled Data, the Learning is Called Unsupervised [4], and the Program 
Must Analyze the Data for Rules and Patterns. for Example, the Clustering Model and Association 
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Model Can Be Categorized as Unsupervised Learning. 
Motivated by the Challenges to Establish Business Strategies Suitable for Shopping Center 

Operations and Activities, Three Important Market Models Are Designed and Proposed in This 
Paper. the Contributions Are Three-Fold: 

●Clustering Model is Used to Categorize Stores into Various Groups, So That Different Stores 
Can Receive Different Strategies. This Model Allows for the Implementation of More Accurate 
Business Strategies Based on the Characteristics of the Stores. 

●Pca Model is Used to Reduce the Dimension of the Dataset, So That We Can Decrease the 
Scale of Data for Analysis. the Data of Less Dimension Can Be Presented Clearly Using Data 
Visualization. 

●Association Model is Used to Find the Association between Stores and Store Categories, So 
That the Stores Can Be Reasonably Arranged Based on Their Relationships, Allowing for the 
Achievement of Maximum Efficiency. 

Furthermore, Applications That Utilize the Proposed Market Models Can Depict the 
Relationships between Various Stores and Their Customers and Competitors, Providing Useful 
Information to Shopping Center Management. Such Topics Include What the Most Popular Store 
Categories, Which Stores Should Be Located Near Each Other Based on Their Associations, When 
to Provide Promotions, and How to Advertise Stores and Track Customer Values. 

The rest of this paper is organized as follows: Section 2 describes related works. Section 3 
presents notations, source data, and problem formulation. Based on the transaction dataset, Section 
4 provides our methodology for data analysis. In Section 5, the software tools used are introduced 
and the extensive experimental results are shown to validate our methodology. Section 6 concludes 
this paper and discusses possible future research directions. 

2. Related Work 
Many businesses today utilize AI and machine learning to make better decisions, increase 

business profitability and efficiency, establish better customer relationships, and instill better 
management methods. 

In [5], Bilen eta al proposed a method to solve the business location estimator issue by 
Regression Model. In [6], benchmark suites are used to explore and evaluate various machine 
learning techniques that will allow for economic model calibration and harmonization. However, 
the infinite action space, simultaneous decision making, and imperfect information pose a 
computational challenge. Also, this study mainly focuses on video games, rather than business 
operation. In [7], methods of machine learning are considered to optimize the business process of 
sales management in retail trade. The research utilizes unsupervised machine learning algorithms, 
such as clustering, and implements dimensionality reduction methods. Dhandayudam et al. 
proposed a clustering algorithm to divide the customers into K groups in terms of Recency (R), 
Frequency (F) and Monetary (M) [8]. However, the optimal value of K is less discussed. 

Although the research papers mentioned above utilize machine learning models to solve the 
specific issues, the results of the study cannot be demonstrated clearly, shown graphically for 
business strategies. In fact, with a plethora of data visualization methods, business owners can view 
useful scenarios and track metrics-crucial measurements of a business’s growth and success. 

In [9-11], many impressive data visualization examples are provided to show the power of data 
visualization. In [12], data visualization can help organization assess the direction of business. It 
enables to qualify answers to key business questions. For example, when you try to answer that how 
you can reduce operational costs, you can qualify your strategies by backing it up with data. 

3. Preliminaries 
3.1 Notations and Descriptions 

The notations throughout the paper are listed in Table 1. 
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Table 1 Notations 
Symbol/Abbreviation Description 
ETL Extraction-Transformation-Loading. It is used for data pre-processing or data cleaning 

before data mining. 
KPI Key Performance Identifier. It is a measurable value that demonstrates how effectively a 

company is achieving key business objectives. In the field of business operation, examples 
of KPIs include total revenue, per customer transaction, etc. 

T Transaction dataset: Each entry of T is a transaction record that happened in a store within 
the shopping center. The cardinality of T can be represented as |T|. 

Clustering Model It is an unsupervised model in machine learning used for classification. In detail, given a 
set of data points, each having a set of attributes, clusters will be found such that 1) data 
points in one cluster are similar to one another; 2) data points in separate clusters are less 
similar to one another. 

PCA model Principal Component Analysis. It is an unsupervised model in machine learning that 
functions in dimensionality reduction. 

Association Rule Model It is an unsupervised model in machine learning for association. In detail, given a set of 
records including multiple items, rules that demonstrate the occurrence of an item based 
on the occurrences of other items in the records will be found, e.g., an implication 
expression of the form X → Y, where X and Y are itemsets. 

3.2 Data Description 
Transaction data from UnionPay of China collected within 6 months (from 2019/1/1 to 

2019/6/30) at a certain shopping mall was used as data for analysis in our project. 

 
Fig.1 Transaction Dataset 

As shown in Fig.1, each entry of the dataset consists of seven attributes: store ID, transaction 
date, transaction time, amount, name of account bank, last four digits of credit card, and reference 
number of credit card. For example, the first entry in the transaction record shows that a customer, 
who holds a credit card of last four digits 9138, paid $393.61 for some items in store 15 on 
2019/5/17 at 12:53. 

To obtain the most recent results for data analysis, the most recent three months (from 2019/4/1 
to 2019/6/30) of data is extracted from T by data ETL. 

3.3 Problem Formulation 
For business operation, the aim is to efficiently manage the stores that are located within the 

shopping mall. 
PROBLEM 1: The first problem is to divide the stores into several groups based on T. This will 

later allow us to provide special strategies and services to different stores. The clustering model is 
utilized to accomplish this task. Formally, this problem can be expressed as follows: given the 
transaction dataset T, we derive all possible KPI metrics for each store, and correspondingly divide 
all stores into K clusters where the value of K should be optimal. 
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PROBLEM 2: The second problem is to find the relationship among various stores based on T. 
Here the association rule model is adopted. Formally, this problem can be expressed as follows: 
given the transaction dataset T, we derive the sequence of stores that each customer has purchased, 
and correspondingly obtain strong association rules. 

4. Methodology 
4.1 Overview 

As shown in Fig.2, based on the collected source data, data ETL is used to find KPIs for each 
store. Based on the derived KPIs, the stores will be divided into different clusters by applying the 
clustering models. In addition, the association rule model is applied to find the relationships among 
different stores and store categories. Finally, data visualization is provided to demonstrate the 
results of data mining. 

 
Fig.2 Data Flow Diagram 

4.2 Store Clustering 
4.2.1 Data Etl 

In transaction dataset T, store_id will identify the store’s name and the category it belongs to 
through a reference table. Transaction_date can be used to help compute some measurement metrics, 
such as number of transactions that occurred on weekdays and weekends. Furthermore, summing all 
amounts in T happened in store i can be used to derive the total amount for store i. Furthermore, 
amount can be used to find other KPIs, such as per customer transaction, which is also one of the 
most important KPIs in business operation. In addition, last_4_numbers and ref_number help 
identify the unique transaction record. 

Based on the above analysis, given the transaction dataset T and store i, four important KPI 
metrics are calculated as follows: 

Total amount TM(i). For each entry e of T, we have TM(i)=∑e.amount where e.store_id=i. In 
addition, the number of transactions related to store i is denoted as N(i). 

Number of transactions on weekdays NTDAYS(i). Given transaction dataset T, NTDAYS(i) is 
calculated by counting the number of transactions of store i happened between Monday to Friday. 

Number of transactions on weekends NTENDS(i). Given transaction dataset T, we have 
NTENDS(i)= N(i)-NTDAYS(i). 

Per customer transaction PCT(i). Given transaction dataset T, we have PCT(i)=TM(i)/N(i). 
In addition, notice that the first metric can be derived from other metrics, i.e., 

TM(i)=PCT(i)*(NTDAYS(i)+NTENDS(i)), we removed the metric TM(i), thus reducing the number 
of metrics from four to three without the loss of information. 

4.2.2 Data Clustering 
After obtaining three KPI attributes for each store, the main steps for data clustering are shown 

as follows. 
Step 1: Select K stores in shopping center (represent initial centroids). 
Step 2: Repeat. 
Step 3:  Form K clusters by assigning all stores to the closest centroid by Euclidean Distance. 
Step 4:  Recompute centroid of each cluster until the centroids do not change. 
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Here the Euclidean distance mentioned in step 3 is defined to be the distance between two points 
X (x1, x2…, xm) and Y (y1, y2…,ym) with m-dimension: Dist([x1,x2,…,xm],[y1,y2,…,ym]) = 
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Note that the value of K should be determined before the clustering algorithm runs. This means 
that we need to find the optimal value of K. To solve this problem, another metric called Sum of 
Squares Error (SSE) used to measure the efficiency of the clustering algorithm is introduced: Given 
a set X of n points in a d-dimensional space and an integer K, group the points into K clusters C= 
{C1,C2,…,CK}, we have 𝑆𝑆𝑆𝑆𝑆𝑆 = 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶(𝐶𝐶) = ∑ ∑ (𝑥𝑥 − 𝑐𝑐𝑖𝑖)2𝑥𝑥∈𝐶𝐶𝑖𝑖

𝐾𝐾
𝑖𝑖=1   where  ci is the centroid of the 

points in cluster Ci 
One method to find the optimal number of clusters is the elbow method. The idea of the elbow 

method is to run K-means clustering on the dataset for a range of values of K (say, K from 1 to 10 in 
the examples), and for each value of K calculate SSE. Obviously, the value of SSE will be 
proportionally reduced with the increase of K. Therefore, we will find the optimal value of K such 
that as the increase of K, the decrease ratio of SSE is maximal, e.g., K=arg MAX g(K) where 
g(K)=[SSE(K-1)-SSE(K)]/SSE(K-1) and K is an integer number. 

4.3 Dimension Reduction 
The PCA algorithm is used for dimensional reduction. The steps are as follows: 
Step 1: Standardization 
Standardization transforms data to a comparable range, creating less biased results. 
Step 2: Covariance matrix computation 
This steps helps find relationships between attributes/variables in the data. We compute the 

covariance matrix because the data variables may contain redundant information. The sign of 
covariance is significant, as it can represent relationships between variables. For example, if the 
sign of covariance is positive, then two variables increase or decrease together. If the sign is 
negative, then one variable increases or decreases, while the other decreases or increases (inversely 
related). 

Step 3: Compute eigenvectors and eigenvalues of covariance matrix 
The principal components of the data are found by computing eigenvectors and eigenvalues from 

the covariance matrix. 
Step 4: Feature vector 
We choose whether to keep all the principal components or leave out ones of lesser eigenvalue 

(lower significance). 
Step 5: Reorient data 
Data is reoriented using the formula shown: 

 
After PCA, the dimensionality of store metrics can be reduced, while keeping most of the 

original data. 

4.4 Store Association 
Some terms used in this part are provided as follows. 
Itemset. A collection of one or more items in a transaction. That is, an itemset is called a k-

itemset, if it contains k items, e.g., {milk} is a 1-itemset and {milk, bread} is a 2-itemset. In our 
project, the itemset is defined to be a collection of one or more items. 

Support. Given the transaction dataset T and a rule A→B, support is defined as the probability of 
these two items happening at the same time, e.g., support(A→B)=Pro(AB)/|T|. 

Confidence. It is defined as the probability of an item occurring, given another item has already 
occurred, e.g., conf(A→B) = Prob(AB)/Prob(A).  

Frequent Itemset. Given a threshold of support minsup, an itemset I is called a frequent Itemset if 
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the support of I is greater than or equal to minsup. 
Strong Association Rule. Given a threshold of support minconf, a rule X→Y is called a strong 

association rule if X→Y is a frequent itemset and confidence of X→Y is greater than or equal to 
minconf. 

The main steps in the association algorithm are as follows: 
Step 1: Identify frequent itemsets from data 
Find all frequent itemsets. The Apriori principle states that the support of an itemset never 

exceeds the support of its subsets. if an itemset is frequent, then all its subsets must also be frequent. 
If an itemset is not frequent, then its supersets cannot be frequent. This is known as the anti-
monotone property of support. After the execution of step 1, the support of each elements in the 
frequent itemsets is not less than the threshold minsup. 

Step 2: determine possible rules from frequent itemsets 
Based on the frequent itemsets we have obtained, we enumerate all possible rules and find the 

strong association rules, such that the confidence of rule is not less than the threshold minconf. 

5. Results 
5.1 Software Introduction 

NiFi supports powerful and scalable directed graphs of data routing, transformation, and system 
mediation logic. Some of the high-level capabilities and objectives of Apache NiFi include web-
based user interface, high configuration, data provenance, and designs for extension and security 
[13]. 

Power BI is a business analytics service created by Microsoft. It aims to provide 
interactive visualizations and business intelligence capabilities with an interface simple enough for 
users to create their own reports and dashboards [14]. 

In our experiments, Apache Nifi and Power BI are used to organize and compute data, as well as 
present our results visually. In detail, Nifi is used to organize the process for data ETL. The 
customized interfaces and components of Nifi give directions to read the data file, implement 
business logics/procedures, and find specific metrics based on the data attributes from the source 
file. After ETL procedure, the values of four metrics will be output: store ID, amount per customer 
transaction, number of transactions on weekdays/weekends. Then, Power BI is utilized to create 
graphs used for data visualization. 

5.2 Clustering Demonstration 
The complete data process for clustering is shown in Fig.3. 

 
Fig.3 Clustering Flow Diagram in Nifi 

Firstly, a processor called getStatResultProcessor is developed in Nifi to derive three KPI 
metrics for each store. Given the original data, represented in Fig.1 of Section 3.2, the processor 
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organizes the data into multiple columns, depicted in Fig. 4. As shown in this figure, the first 
column labels each record by its store ID, the second column displays amount per customer 
transaction, and the third and fourth columns indicate transactions on weekdays and weekends 
respectively. 

 
Fig.4 Result of Processor Getstatresultprocessor in Nifi 

Secondly, a processor called getPCAResultProcessor is developed in Nifi to reduce the 
dimension of the data. The result of this processor is shown in Fig.5. Comparing Fig.5 with Fig.4, 
we can observe that the number of dimensions has reduced from four to three. 

 
Fig.5 Result of Processor Getpcaresultprocessor in Nifi 

Thirdly, two processors called getUserClassifyProcessor and calUserClassifySSEProcessor are 
used to cluster all the stores into certain groups and calculate the corresponding value of SSE, 
respectively. Given different values of K, the value of SSE is shown in Table 2. The relationship 
between K and SSE is shown in Fig.6. 

Table 2 K Vs. Sse 
Value of K Value of SSE 
2 257473.601 
3 181314.594 
4 144297.902 
5 114148.342 
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Fig.6 Relationship between K and Sse in Clustering 

Based on the data in Table 2 and Fig.6, we can derive that the optimal number of K is three due 
to the fact that the value of SSE for K=3 results to a maximal deduction ratio by 29.58%. 

 
Fig.7 Clustering Result in Power Bi (K=3) 

Given the number of clusters, 3, the clustering result demonstrated in Power BI is shown in Fig.7. 
From this figure, based the reduced attributes of stores, we can observe that all stores can be divided 
into three groups clearly, which means that the clustering algorithm proposed in this project is 
effective. 

5.3 Association Demonstration 
Given the transaction dataset T, the sequence of store id for each customer is derived. Part of 

data is shown in Fig.8. 

 
Fig.8 Sequence of Store Id of Each Customer 
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Apriori algorithm is used to find the association rules, including the relationships between 
different store IDs and the relationships between store categories. The values of confidence for all 
strong association rules are imported into Power BI. To show the association clearly, Sankey 
diagram is loaded into Power BI, as shown in Fig.9 and Fig.10. 

 
Fig.9 Association between Different Store Id 

 
Fig.10 Association between Different Store Category 

The Sankey diagram makes it easier to tell which stores are the most popular, which stores are 
most connected during shopping activities, and the relationships between the stores in different 
categories. For example, in Fig.9, we can make the conclusion that store 14 and store 15 are highly 
associated (the height of store 14 and store 15 in Fig.9 is large). Thus, the customer who purchased 
in any store will make a transaction in store 14 or store 15 with a high possibility. Similarly, in 
Fig.10, we can arrive at the conclusion that the categories, clothes (yellow bar) and dining (red bar), 
are two main fields in this shopping mall. 

6. Discussion 
By applying unsupervised machine learning algorithms to the transaction data, we can find 

metrics crucial for business operations. We further divide the stores into different groups by KPI 
metrics (given a set of data points, each having a set of attributes/metrics) and obtain association 
rules between different stores and store categories. These can be used to determine business 
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strategies for the shopping center and increase the performance and efficiency. 
Power BI, as a report tool, makes it much easier to find rules among the different cluster groups, 

as well as within each individual group. The graphs from Power BI depict the association between 
various stores labeled with Store IDs and association between store categories. From these models, 
we can better decide which stores to put near each other based on the associations between different 
store categories. 

Utilizing real time data to help create more accurate and more beneficial business models is a 
potential goal for the future. In addition, finding a wider variety of metrics could generate more 
specific results and business models. Perhaps, by finding associations between items in a store, we 
will be able to offer business advice to individual stores, such as when to do promotions and how to 
partner with other stores to reach optimal performance. 
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